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Network embedding which aims to learn the low-dimensional representations for vertices in networks has
been extensively studied in recent years. Although there are various models designed for networks with
different properties and different structures for different tasks, most of them are only applied to normal
networks which only contain pairwise relationships between vertices. In many realistic cases, relationships
among objects are not pairwise and such relationships can be better modeled by a hyper-network in which
each edge can connect an uncertain number of vertices. In this article, we focus on two properties of hyper-
networks: nonuniform and dual property. In order to make full use of these two properties, we firstly propose
a flexible model called Hyper2vec to learn the embeddings of hyper-networks by applying a biased second
order random walk strategy to hyper-networks in the framework of Skip-gram. Then, we combine the features
of hyperedges by considering the dual hyper-networks to build a further model called NHNE based on 1D
convolutional neural networks, and train a tuplewise similarity function for the nonuniform relationships in
hyper-networks. Extensive experiments demonstrate the significant effectiveness of our methods for hyper-
network embedding.
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1 INTRODUCTION

Networks play an important role in the real world; examples include the Internet, social networks,
biological networks, and so forth. The pattern of connections and relationships between objects
in a system can be represented as a network, where objects correspond to vertices and relations
between objects correspond to the edges. Due to the rapid increase of network size and structural
complexity, many graph learning methods are computationally infeasible for large-scale networks.
To this end, a large number of network embedding methods [10, 14, 27, 33] have been proposed
recently to obtain low-dimensional representations of vertices in the networks, meanwhile pre-
serving the network structure as much as possible.

In the traditional definition of a network, each edge represents the connection or relationship
between a particular pair of vertices. However, in many realistic situations, relationships among
objects are not pairwise. For example, the number of authors in a paper may vary within a certain
range, and the number of players in a multi-player game is also not fixed at pairwise. In these
cases, it is better to introduce hyper-networks [6, 7, 40] to model such relationships among objects
(Figure 1(a)).

Nevertheless, few network embedding methods can be applied to hyper-networks directly. A
conventional way to learn for hyper-networks is to convert them into normal networks. For in-
stance, clique expansion [32] converts each hyperedge to a set of normal edges (Figure 1(b)), and
star expansion [1] transforms a hyper-network into a bipartite graph where each hyperedge is
represented by an instance vertex which links to the original vertices it contains (Figure 1(c)).
However, these transformations cause information loss of the original hyper-network either ex-
plicitly or implicitly. For instance, clique expansion converts all hyperedges equally to normal
edges, which changes the relationships between vertices and loses the information of hyperedges
since all possible edges implied by tuplewise relationships are treated equally and tuplewise rela-
tionships no longer exist. Until now, only several embedding methods for hyper-networks have
been proposed [3, 36, 45, 49], and these models are mainly designed for hyper-networks with spe-
cific properties such as uniformity and indecomposability and thus cannot improve performance
on a wide range of hyper-networks.

Different from the existing methods, in this work, our observations on hyper-networks are as
follows:

—Nonuniform: The hyperedges in a hyper-network are usually nonuniform. For instance,
the number of authors of an article varies in a certain amount. Nonuniform hyper-networks
are much harder to deal with since a function with variable-length input is needed for
predicting hyperedges which contain different numbers of vertices. In fact, most existing
hyper-network embedding models are only suitable for uniform hyper-networks.

—Dual property: Different from normal networks, some hyper-networks have a special
property that their dual networks have significant meanings [6]. The dual of a hyper-
network can be obtained by swapping the roles of hyperedges and vertices. For instance,
for a co-author hyper-network (Figure 1(a)), the dual is an article hyper-network where
articles are vertices and the relationships between articles are the hyperedges. With such
specific meaning, it’s reasonable for us to take advantage of the dual hyper-networks to cap-
ture some important features of hyperedges such as the high-order proximities and struc-
tural properties of hyperedges which may be lost during modeling in the original hyper-
networks.

Based on the factors described above, firstly, we propose a random walk-based model named
Hyper2vec (previously presented in [18]). The Hyper2vec model generates biased second-order
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Fig. 1. Exampleillustrating co-author hyper-network. In this hyper-network, authors are vertices and articles
are hyperedges. Tom, Jerry, and Ben cowrite Articlel1. Jerry and Ben cowrite Article2. Ben, Jane, and Alice
cowrite Article3. Amy and Bob cowrite Article4. (a) Original hyper-network. (b) The clique expansion. (c) The
star expansion.

random walks in hyper-networks and then put the random walks into the Skip-gram model to learn
the embeddings of vertices. In addition, in order to combine the features of dual hyper-networks
and deal with the nonuniform property, we design a 1D Convolutional Neural Network (1D-CNN)
-based model called NHNE to train a tuplewise similarity function and update the embeddings to
contain more features about the tuplewise relationships among vertices.

To evaluate the performance of the proposed model, we consider two widely considered predic-
tion tasks for hyper-networks: link prediction [23], which predicts the existence of a hyperedge
given a set of vertices, and vertex classification (or multi-label classification), which classifies each
vertex with one (or more) label(s). Then we compare the performance of our model with several
state-of-the-art network embedding algorithms. Experimental results demonstrate that Hyper2vec
performs better in most cases, and with the combination of dual hyper-networks and tuplewise
similarity function, NHNE has a further improvement.

In summary, our main contributions are as follows:

—We propose a flexible model for hyper-network embedding based on biased second-order
random walks and a 1D-CNN model.

—We introduce a novel idea for combining the hyperedge features by taking advantage of
the dual hyper-networks for hyper-network embedding and train a tuplewise similarity
function to model the nonuniform relationships for link prediction.

—We conduct link prediction and vertex classification experiments on two real hyper-
networks. The results demonstrate the effectiveness of the proposed model.

The remainder of this article is structured as follows. In Section 2, we review the related work.
Section 3 gives notations and definitions of hyper-network. We introduce our model in detail in
Section 4. In Section 5, we empirically evaluate our model on link prediction and classification
tasks. In Section 6, we conclude and highlight some promising directions for future work.

2 RELATED WORK

Classical network embedding methods such as LLE [29], Laplacian eigenmaps [5], and IsoMap [35]
suffer from both computational and statistical performance drawbacks. Recently, inspired by the
Skip-gram model [24], researchers establish an analogy for networks by representing the vertices
of a network as the words of a document. To process contexts, random walk models [41] are intro-
duced to generate random traces over a network. Some representative methods include DeepWalk
[27] and Node2vec [14]. DeepWalk adopts a first-order random walk model which uses a uniform
transition probability to generate walks by treating walks as the equivalent of sentences. To make
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the random walk strategy more feasible, Node2vec uses a second-order random walk model to
learn better representations by introducing two tunable parameters to control the tendency of
random walks.

In addition, LINE [33] is proposed for large-scale network embedding, which can preserve the
first- and second-order proximities. SDNE [37], SDAE [8], and SiNE [39] utilize deep neural net-
works to learn the embeddings of vertices. These studies make deep models fit network data and
impose network structure and property-level constraints on deep models. In addition, it should be
mentioned that there is an increase of interest in learning representations of vertices by neighbor-
hood aggregation encoders [19, 30]; these models rely on the features and attributes of vertices
and are hard applied to unsupervised tasks.

However, all the above methods only consider the pairwise relationships between data objects,
thus they cannot be directly applied to hyper-networks. Some methods based on spectral clus-
tering techniques are proposed to deal with hyper-networks [26, 42, 48], while the performance
of embedding tasks is not satisfactory in most cases, because spectral clustering assumes that
graph cuts are useful for classification [34]. And such assumptions are unsatisfactory in effec-
tively generalizing across diverse networks. Heterogeneous Hypergraph Embedding (HHE) [49],
Hypergraph Embedding (HGE) [45], Deep Hyper-Network Embedding (DHNE) [36], and Het-
erogeneous Hyper-Network Embedding (HHNE) [3] are recent models to learn the embeddings
of hyper-networks. But all these models cannot learn the embeddings of a nonuniform hyper-
network well. HHE [49] learns embeddings by solving eigenvector problems related to hyper-
network Laplacian matrices, but it’s both time consuming and space consuming. HGE [45] learns
embeddings by incorporating multi-way relations into an optimization problem related to geomet-
ric mean and arithmetic mean, but it’s not flexible and cannot capture the features of nonuniform
hyper-networks well. DHNE [36] is a neural network—based model for hyper-network embedding,
but it only applies to uniform heterogeneous hyper-networks with high indecomposable hyper-
edges. HHNE [3] utilizes a graph convolutional network to learn the embeddings of vertices, but it
relies on the features of vertices and is difficult to apply to classification tasks in an unsupervised
setting.

There are also some related works on bipartite network which can be applied to hyper-networks
with the star expansion. Some models are designed on a user-item network for recommendation
[15, 28]. In addition, Metapath2vec [11], HNE [9], EOE [44], HERec [31], and Shine [38] are em-
bedding models for heterogeneous networks, which can also be applied to bipartite networks, but
without good pertinence, these models cannot capture the information of the bipartite networks
well, and thus cannot capture the information of the hyper-networks well. In addition, Bipartite
Network Embedding (BiNE) [13] is a recent network embedding model designed for bipartite net-
works by biased random walks to preserve the long-tail distribution of vertices.

3 NOTATIONS AND DEFINITIONS

A hyper-network is represented as a hypergraph G(V, E, w) with the set of vertices V, the set of
hyperedges E, and the weight mapping function w(e) associated with each hyperedge e € E. A
hyperedge e can be considered as a set of vertices. A hypergraph is called uniform if all hyperedges
contain the same number of vertices, otherwise it is called nonuniform. A hypergraph is called
heterogeneous if there are different kinds of vertices, otherwise it is called homogeneous. Given a
set S, |S| denotes the cardinality of S, so we have n = |V| being the number of vertices and m = |E|
being the number of hyperedges. The neighbors of a vertex v is a vertex set Ng(v) = {x|Je,v €
e,x € e}. If v € e, we say that e is incident with v, and E(v) is the set of hyperedges incident with
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v. The incident matrix of a hypergraph is a matrix H € R™™ with entries defined as follows:

1, ifvee
h(v,e) = {o, ifoge’ (1)

The dual of a hypergraph G(V, E) is a hypergraph G*(V’, E’) whose vertices correspond to the
hyperedges of G, and whose hyperedge set is {Eg(v)|v € V}. The incident matrix of G* is the
transpose of the incident matrix of G.

The degree of a vertex v € V and a hyperedge e € E are defined, respectively, as follows:

d(v) = )" wie)h(v,e), 2)
ecE
5(e) = lel = ) h(o.e). 3)
veV

A hypertrace is a trace starting from vs and ending at vy, which is defined as a sequence of
vertices and hyperedges {vs, es, Us+1, €541, - - - » €k—1, Ux } Where the vertices may be repeated and
{vi,vi1} Ceifors <i<k-1.

4 METHODS

Random walk-based models are widely used in network embedding problems. In our work, we
firstly generate random walks in hyper-networks to capture the high-order proximity of vertices.
In particular, we establish a basic probabilistic model for hyper-network, and then use a second-
order random walk to smoothly interpolate between Depth-First Search (DFS) and Breadth-First
Search (BFS). After that, we introduce a degree biased random walk mechanism to correct the
negative bias or introduce a positive bias for random walks. Secondly, we introduce the dual
hyper-network mining strategy and design a neural network model to combine the features of
both original hyper-network and dual hyper-network, meanwhile training a tuplewise similarity
function to evaluate the nonuniform relationships in hyper-networks.

4.1 The First-Order Random Walk

The key to generate random walks in networks is to define the transition probability of one vertex
to its neighbors. Traditional network embedding methods like DeepWalk adopt a uniform random
walk strategy in normal networks. For hyper-networks, we introduce the transition strategy de-
scribed in [48]. For a current vertex v, we firstly select a hyperedge e incident with v randomly
according to the weight of e, and then select a vertex x € e as the next vertex of the random walk.
Starting from a vertex and repeating the above process, we will end up with a hypertrace, which is
the goal of random walks. In conclusion, the unnormalized transition probability of the first-order
model is calculated as follows:

m(xlv) = )" w(e)

ecE

h(v, e) h(x,e)
@) (4)

(
d(v) b(e)

4.2 The Second-Order Random Walk

To balance the homophily and structural equivalence [17] when conducting network embedding,
it is effective to adopt a second-order random walk strategy [14]. In the second-order random walk,
a random walker moves to the next vertex x based on not only the current vertex v but also the
previous vertex u. To achieve this goal, we introduce a second-order random walk strategy in a
hyper-network by using two parameters p and g. The neighbors of vertex v are divided into three
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Fig. 2. Illustration of BDBS and SDBS in hyper-networks. In this simple case, BDBS guides random walks
to the (local) centers, and SDBS guides random walks to the boundary.

categories: the previous vertex u, the neighbors of u, and the others. And we define the second-
order search bias a(-) as follows:

11_)’ ifx=u
a(xlo,u) =41, ifdeceExceuce, (5)
é, others

where p is the return parameter which controls the likelihood of immediately revisiting the previ-
ous vertex u in the walk and q is the in-out parameter which controls the walker to explore remote
or close vertices. Thus the unnormalized transition probability of the second-order random walk
model can be given as

1o (x|v, u) = a(x|v, u)m (x|v). (6)

The above strategy works based on the relationship between parameters p, g, and 1. When
q < min (p, 1), the walker is more inclined to visit vertices which are far away from vertex u. Such
behavior is a reflection of DFS which encourages the random walker to explore further. In contrast,
when p < min (g, 1) or 1 < min (p, q), the walker tends to visit the previous vertex u or the vertices
close to vertex u. Such walks obtain a local view with respect to the start vertex and approximate
BFS behavior.

4.3 Degree Biased Random Walk

Based on the second-order random walk strategy introduced above, we can guide the walker to DFS
or BFS, but some problems exist. Previous studies have shown that DFS and BFS search strategies
will introduce particular negative bias. For example, it is observed that BFS introduces a bias toward
vertices with big degrees [4, 22, 25]. On one hand, it is valuable for us to correct the negative bias
for random walks [21]. On the other hand, it is also helpful for us to introduce some positive
bias to capture some specific characteristics of networks or balance the update opportunities for
vertices [12, 46]. However, based on the second-order model, we cannot control the walker to
select a vertex of bigger degree or smaller degree, which has a great influence on random walks in
hyper-networks.

Based on the above considerations, a degree biased random walk model is proposed in our
work. There are two sampling strategies: Big-Degree Biased Search (BDBS), where the walker tends
to choose the neighbors with bigger degree as the next vertex, and Small-Degree Biased Search
(SDBS), where the walker tends to choose the neighbors with smaller degree as the next vertex. A
simple illustration of BDBS and SDBS is shown in Figure 2.

To guide the random walks toward BDBS or SDBS, we introduce a bias coefficient f(x) based
on the degree of x with a parameter r. The key is to use r to control the coefficient rate between
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two vertices. To achieve the above goal, we use the following formula for BDBS:

B(x)=d(x)+r (r>0). (7)
The bias coefficient rate of vertices x; and x, is calculated as follows:
Bx1) _d(xy) +r
Blx2)  d(xp) +1
Obviously, f(x) grows linearly with d(x), and as r increases, bias coefficient rate f(x1)/f(x2) is
smoother than d(x;)/d(x;), which means the degree of BDBS tendency declines.

The strategy of SDBS (r < 0) can be defined similarly to BDBS. Combining the cases together,
the final formula is produced as follows:

(r >0). (8)

dix)+r, r>0
px) =13 = r<0. )
1, r=0

Combining with the previous random walk model, the final transition probability p;(x|v, u) is
defined as follows:

a(x|o,u) - B(x) - Leep wle) pest 17es)

7 ,
where «(-) is the second-order search bias and Z is a normalizing factor. Based on the transition
probability p; (x|v, u), we can sample a sequence of vertices in a hyper-network.

par(xlo,u) = (10)

4.4 The Hyper2vec Algorithm

The complete algorithm flow of Hyper2vec is shown in Algorithm 1. The algorithm consists of
three main components: firstly, a preprocessing procedure; secondly, a random walk generator;
and thirdly, an update procedure.

The preprocessing procedure handles the hyper-network and generates a probability matrix P
based on the first-order random walk model in Section 4.1. The probability matrix is then guided
by parameters p and ¢ in the second-order random walk model in Section 4.2 and parameter r in
the degree biased random walk model in Section 4.3.

The random walk generator generates a set of random walks. The modified transition probability
is precomputed in the preprocessing procedure so that each step of random walk can be done
efficiently in O(1) time by using alias sampling [20] (a Python implementation is available online?).

The update procedure produces the final embedding result via the Skip-gram model. Skip-gram
[24] is a language model which maximizes the co-occurrence probability among the words close to
each other in sentences, which are replaced by random walks in our algorithm. Letting f : V — R¢
be a center mapping function from vertices to embeddings, f’: V — R be a context mapping
function, and C(v) be the contexts of v, the optimization problem of Skip-gram for our model is
formulated as follows:

max Z ( Z (f(v) - f'(ci) — log Z ef(v)'f,(”))). (11)
f veV \¢;eC(v) uev

Complexity analysis: The time complexity of calculating the probability matrix P is O(an),
where n is the number of vertices and a is the average number of neighbors of each vertex which
is usually small for real-world networks. For the biased second-order random walk procedure, it
is useful to store the interconnections between the neighbors of every vertex, which incurs a time

Thttps://lips.cs.princeton.edu/the-alias-method-efficient-sampling-with-many-discrete-outcomes/.
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ALGORITHM 1: The Hyper2vec Algorithm

Input: hypergraph G = (V, E, w), embedding size d, window size k, number of walks ¢, walk

length [, return parameter p, in-out parameter g, bias parameter r;
R |V|><d;

Output: matrix of vertex representations & €
Initialize walks to empty;
Calculate transition probability matrix P € R!V*IVI according to Equation (4);
foru € Vdo
for v € Ng(u) do
I, = f(v) - Puos
for x € Ng(v) do
| Moy = alxlo.u) - f(x) - Pox:
for i from 1tot do
forv € Vdo
walk = RandomWalk(G,IT’, v, [);
Append walk to walks;
® = Skip-gram(k, d, walks);

Function RandomWalk(G, 11, s, 1)
Initialize walk to [s];
Initialize u to null;
for i from 2 to [ do
v = the last element of walk;
x = AliasSample(Ng(v),I1/,,,);
Append x to walk;
u=v;
return walk;

complexity of O(a®n). The random walk procedure costs O(tIn) time, where t is the number of
walks per vertex and [ is the walk length. The Skip-gram model can be calculated efficiently by
using negative sampling.

4.5 NHNE: Nonuniform Hyper-Network Embedding with Dual Mechanism

Based on the above model, we can capture various features of vertices in a hyper-network. How-
ever, for the hyperedges, we only consider the information that one hyperedge connects some ver-
tices, which is low-order information. Some previous studies [2, 43] have demonstrated that more
detailed edge features (e.g., interaction activities) can be utilized to enhance the performance of
network embedding models.

For hyper-networks considered in this work, edge features are even more important as the hy-
peredges usually have some specific meanings and can be considered as a similar identity to the
vertices. For instance, the hyperedges of a co-author network represent the articles. In Hyper2vec,
we use biased second-order random walks to preserve the high-order proximity and structural
properties of vertices. In order to capture more information of the original hyper-networks, it is
of importance to preserve the high-order proximity and structural properties of hyperedges.

To this end, as shown in Figure 3, we can reverse the role of vertices and hyperedges to build
a dual hyper-network. Since the dual of a hyper-network is also a hyper-network, we can use the
same strategy above to generate the dual random walks. The embedding of the dual hyper-network
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Fig. 3. The structure of NHNE. The two leftmost figures are the original hyper-network and the dual hyper-
network. In this case, the original hyper-network is a co-author network (upper left) and the dual is an
article network (lower left). Ben is the author of Article1-3, so there is a three-degree hyperedge incident
with Article1-3 (orange). Jane and Alice are both the authors of Article3 only, so there are two one-degree
hyperedges incident with Article3 (green). We use the embeddings learned by Hyper2vec from the original
hyper-network and dual hyper-network as the initial weights of the two embedding layers, respectively. We
output the final embeddings of vertices from the embedding layers and obtain a tuplewise similarity function
to evaluate the tuplewise relationships of vertices.

corresponds to the hyperedge embedding of the original network. In order to get the embedding
of vertex v, we can calculate the average embedding of the hyperedges incident with v. We use
f*(v) to represent the embedding of v learned from dual hyper-network, which is calculated as
follows: .

f (v) B ZeEEG(U) W(e)

D wle)- fle), (12)
e€Eg(v)
where f(e) is the embedding of hyperedge e learned from the dual hyper-network and Eg(v) is the
set of hyperedges incident with v. The procedure of the dual model can be done simultaneously
with the original model.

The embeddings generated from the original hyper-network and the dual are complementary,
which we will prove in our later experiments. To combine the original embedding and the dual em-
bedding and capture tuplewise similarity, we introduce the proposed Nonuniform Hyper-Network
Embedding with Dual Mechanism (NHNE) model. The framework of NHNE is shown in Figure 3.

In order to use the hyperedges as the inputs to the neural network, we first need to encode
the hyperedges. A hyperedge is a set of vertices, so a straightforward way is to use the one-hot
encoding of the vertices in the set as the encoding of the hyperedge. We use X, € R™*# to represent
the encoding of hyperedge e, where n is the number of vertices and z is the max edge degree.
The column vectors are in the order of the vertices and supplement zero vector when d(e) < z.
Combining with the weights of the embedding layer (denoted as W(€™?)), we have W(mb)X, €
R%*Z being the initial matrix representation of hyperedge e. We use the embeddings learned by
Hyper2vec (both original and dual) as the initial weights of the embedding layer, which is usually
a good starting point for training.

ACM Transactions on Information Systems, Vol. 38, No. 3, Article 28. Publication date: May 2020.
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Table 1. Statistics of the Datasets

Datasets \Y E| ave(d(e)) | max(S(e))
DBLP 7,995 | 18,364 3.02 29
IMDb 4,423 | 4,334 2.89 3

As discussed above, hyper-networks are usually nonuniform, which means that the degree of
hyperedges is not fixed. A hyperedge can be treated as a vertex sequence, but the order of the
vertices has no meaning, thus it is suitable to model with 1D-CNNs. The 1D-CNN denoted as c(-)
consists of 1D convolution layer and max-pooling layer, which takes W(¢™?) X, € R9*? as input
and outputs the latent vector representation of e with dimension d.

With the dual hyper-network mechanism, we first use two 1D-CNNs to capture the hidden
information of the original and dual hyper-networks, respectively, and then concatenate them as
the input of the output similarity layer. Finally, the tuplewise similarity function S(-) is defined as
follows:

S(e) = o (W Leo(We " Xe)i ca(Wy ™" X)] + ), (13)
where o(-) is the sigmoid function; W.“"” and Wd(emb) denote the weights of the original and dual

embedding layer, respectively; ¢, () and c4(-) denote the original and dual 1D-CNN, respectively;
w4t denotes the weights of the output similarity layers; and b is the bias. The loss function of
NHNE is defined as follows:

1
L=— —log S(e) + log S(en) |, (149)

7 2 2
where E, is the negative samples of e. For each e, € E,, e, ¢ E and |e,| = |e|. RMSProp [16] is
used to train model parameters. Finally, we output and concatenate the embeddings of vertices
from the embedding layers and obtain a tuplewise similarity function to evaluate the tuplewise
relationships of vertices. Comparing with the embeddings learned by Hyper2vec, the embeddings
updated by NHNE contain more features about the tuplewise relationships among vertices.

5 EXPERIMENTS

In this section, we evaluate the performance of our model. We apply our model to two real-world
hyper-networks on link prediction and vertex classification tasks.

5.1 Datasets

We use DBLP and IMDb datasets in our experiments. The statistics of the datasets are listed in
Table 1, where ave(5(e)) is the average edge degree, and max(5(e)) is the maximal edge degree.
DBLP? is a computer science bibliography. The DBLP hyper-network is produced from the DBLP
XML data taken on April 6, 2019. The dataset contains information about a collection of papers
and their authors, so we can abstract each author as a vertex and the co-author relationship of
each article as a hyperedge in the past 10 years. We focus on several conferences in three different
research fields: NIPS and ICML from machine learning; CVPR and ICCV from computer vision;
and ACL, EMNLP, and NAACL from natural language processing. Authors whose degrees are less
than three are filtered out, and finally, the hyper-network contains 7,995 vertices (authors) and
18,364 hyperedges (publications).

Zhttp://dblp.uni-trier.de/xml/.
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The IMDb? dataset includes the information that actors co-starred in movies. In our experiments,
we use a subset of the IMDD dataset. Each actor is represented as a vertex and the top three actors
in each movie form a hyperedge. We filter out the actors with less than three degrees in the same
way as DBLP, and finally, the hyper-network contains 4,423 vertices (actors) and 4,334 hyperedges
(movies).

5.2 Experiment Setup

Our experiments evaluate the performance of Hyper2vec and NHNE on two learning tasks: link
prediction for hyperedges and classification for vertices. For each task, we compare the perfor-
mance of Hyper2vec and NHNE against the following network embedding algorithms.

—DeepWalk [27]: This approach learns d-dimensional embeddings by simulating uniform
random walks of fixed length from all the vertices in normal networks.

—Node2vec [14]: This approach learns d-dimensional embeddings by simulating the second-
order random walks in normal networks, which is an extension of DeepWalk.

—LINE [33]: This approach learns d-dimensional embeddings by optimizing the first-order
proximity and the second-order proximity objective functions separately and then concate-
nate the embeddings trained by the two methods for each vertex.

— AROPE [47]: This approach supports shifts across arbitrary orders with a low marginal cost
based on singular value decomposition (SVD) framework.

—Metapath2vec [11]: This approach learns d-dimensional embeddings for heterogeneous in-
formation networks by meta-path-based random walks, which is applied to hyper-networks
with the star expansion.

—BINE [13]: This approach learns d-dimensional embeddings for bipartite networks by stim-
ulating biased random walks, which also can be applied to hyper-networks with the star
expansion.

—HHE [49]: This approach learns d-dimensional representations for vertices in hyper-
networks by solving eigenvector problems related to hyper-network Laplacian matrices.
—HGE [45]: This approach learns d-dimensional representations for vertices in hyper-
networks by incorporating multi-way relations into an optimization problem related to

geometric mean and arithmetic mean.

Some algorithms above are conventional pairwise network embedding methods. To deal with
the tasks in hyper-networks by traditional algorithms, in our experiments, we use clique expan-
sion [32] to transform a hyper-network into a normal network. BiNE is designed for the bipartite
network embedding, which can be applied to hyper-networks with the star expansion [1]. HHE
and HGE are the recently hyper-network embedding models, which can be applied to uniform
hyper-networks without a conversion to normal networks. In order to apply these two models
on nonuniform hyper-networks, we pad empty vertices to the hyperedge whose degree is smaller
than the max degree.

Parameter Setting: We have a fair parameter tuning for all methods. For random walk-based
models like DeepWalk, Node2vec, and Hyper2vec, we set the window size as 5, walk length as
20, and number of walks as 10. For the second-order and biased random walk model, we do a grid
search over p,q € {0.25,0.5,1,2,4} and r € {0, £1, £2, +4, +8, £16}. For LINE, we set the number of
negative samples as five. For AROPE, we range the order from 1 to 20 and choose the best one. For
BiNE and HGE, we follow the default setting and turn some important parameters like learning
rate and epochs. For NHNE, we set the number of units of the hidden layers as 32 and the size

Shttps://www.imdb.com/.
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of the convolution kernel as 3. We uniformly set the embedding size as 32 for all methods. The
experiments were repeated five times.

5.3 Link Prediction

In link prediction, we are given a network with part of the edges removed, and the task is to predict
these removed edges based on the resultant network. For hyper-networks, the above problem is
raised to predict the missing hyperedges.

There are some binary operations to measure the pairwise relationship of two vertices based on
their embeddings. Given two vertices u and v with embeddings x € R? andy € R¢, the L1 distance
(L1D), the L2 distance (L2D), and the cosine similarity (COS) metrics are respectively defined as
follows:

M=~

LlD(X7 Y) = |xi - yi|’ (15)
i=1
L2D(x,y) = V) (xi = y)", (16)
i=1
d
COS(x,y) = iy XiYi (17)

\/Z?;l x; - \/2?:1 v;
To measure the tuplewise relationship, we calculate the mean among all pairwise relationship
metric values in a candidate hyperedge. And tuplewise relationships with lower L1/L2 distance or
higher cosine similarity are more likely to be true. Here we should mention that different models
are suitable for different metrics, so we use the maximum of the three metrics to evaluate and
compare the performance for each model.

For the DBLP dataset, we randomly remove 50 percent of existing hyperedges as the positive
testing samples and use the remaining network to train the model and get the embedding of each
vertex. To generate the same number of negative samples, each time, we sample several vertices
from the vertex set uniformly to form a tuple. And then we judge whether this tuple is a hyper-
edge of the original hyper-network. If so, we ignore it and generate a new tuple until the tuple is
not in the hyperedge set. The degree distribution of negative samples is the same as the degree
distribution of removed hyperedges. For the IMDDb dataset, we only remove 30 percent of existing
hyperedges due to the sparsity of the network, otherwise, the structure of the network may not be
well preserved and network connectivity will also be significantly affected. The Area Under Curve
(AUC) scores are shown in Table 2.

By comparing Hyper2vec and NHNE with other models, our observations are as follows:

—Hyper2vec performs better than all baselines, which shows the generality of the biased
second-order random walk model.

—Combining with the dual mechanism and tuplewise similarity function, NHNE has an im-
pressive performance boost. This indicates that the embeddings generated by the original
model and the dual model are complementary to each other and shows the superiority of
the tuplewise similarity function.

— Although BiNE, HHE, and HGE are also designed to be hyper-networks, BiNE is just suitable
to predict the links in the bipartite networks, and HHE and HGE have difficulty handling
the nonuniform hyper-networks, which illustrates the irreplaceability of our model.

In short, with a biased second-order random walk model, Hyper2vec performs better than most
other models. And benefiting from the combination of dual hyper-network, NHNE has a further
significant improvement on link prediction tasks.
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Table 2. AUC Scores of Link Prediction on DBLP and IMDb
Embedding DBLP IMDb
Algorithm LiD L2D COS MAX L1D L2D COS MAX
DeepWalk 0.9499 0.9512 0.9471 0.9512 0.8656 0.8699 0.5774 | 0.8699
Node2vec 0.9510 0.9529 0.9489 0.9529 0.8696 0.8732 0.5761 0.8732
LINE 0.9358 0.9303 0.9186 0.9358 0.6719 0.6524 0.4725 0.6719
AROPE 0.4624 0.4656 0.8866 0.8866 0.2899 0.2919 0.7154 0.7154
Metapath2vec | 0.9505 0.9515 0.9456 0.9515 0.8014 0.8045 0.6212 0.8045
BiNE 0.4498 0.4454 0.3939 0.4498 0.3527 0.3422 0.2108 0.3527
HHE 0.5882 0.5883 0.5978 0.5978 0.6930 0.6817 0.6655 0.6930
HGE 0.8279 0.8297 0.8160 0.8297 0.8218 0.8244 0.8175 0.8244
Hyper2vec 0.9534 0.9548 0.9511 | 0.9548™* | 0.8742 0.8775 0.6177 | 0.8775*
+ 0.0010 =+ 0.0006 =+ 0.0011 + 0.0026 =+ 0.0022 =+ 0.0072
NHNE 0.9631*" 0.8904"*
+ 0.0005 + 0.0007

Significantly outperforms Node2vec (Hyper2vec) or Hyper2vec (NHNE) at the **, 0.01 and *, 0.05 level by paired z-test.

Table 3. Results of Vertex Classification on DBLP and IMDb

Embedding DBLP IMDb
Algorithm | Micro-F1 | Macro-F1 | Micro-F1 | Macro-F1
DeepWalk 0.8746 0.8703 0.4423 0.1525
Node2vec 0.8766 0.8721 0.4441 0.1542
LINE 0.8143 0.8080 0.4403 0.1244
AROPE 0.8143 0.8061 0.4439 0.1125
Metapath2vec 0.8735 0.8695 0.4406 0.1321
BiNE 0.4161 0.2123 0.4309 0.0929
HHE 0.4176 0.1982 0.4341 0.0859
HGE 0.5247 0.4471 0.4354 0.1240
Hyper2vec 0.8866™* 0.8825** 0.4482* 0.1583*
+0.0013 +0.0013 +0.0026 + 0.0054
NHNE 0.8939** 0.8893** 0.4535™" 0.1750™*
+0.0012 +0.0012 + 0.0029 + 0.0049

Significantly outperforms Node2vec (Hyper2vec) or Hyper2vec (NHNE) at the **,
0.01 and *, 0.05 level by paired ¢-test.

5.4 Vertex Classification

In the task of vertex classification, every vertex of the hyper-network has one or more labels. When
the number of labels of a vertex is more than one, we specifically call it multi-label classification.

The DBLP dataset is collected from three different domains of computer science, so we can
simply divide the publications into three categories. We count the number of publications in three
categories for each author, and then pick the highest frequency category as the label. For the
IMDDb dataset, there are multiple genres in each movie. We firstly remove some genres with very
small frequencies and then count the number of movies in these genres for each actor. Due to the
large number of genres, there is no clear division for actors, so we choose the top three genres
of each actor as the actor’s labels according to the number of genres associated with each actor.
Logistic regression is used as the outer classifier and Micro-F1 and Macro-F1 are used to evaluate
the performance of the models. The results of fivefold cross-validation are shown in Table 3.
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By comparing Hyper2vec and NHNE with other models, our observations, which are basically
consistent with the results of the link prediction, are as follows:

—Hyper2vec performs better than all baselines on classification tasks, which shows the flex-
ibility of the biased second-order random walk model.

—By combining the features of dual hyper-networks and updating the embeddings with neu-
ral network model, NHNE has an impressive performance boost. This again indicates that
the embeddings generated by the original model and the dual model are complementary.

—Similar to link prediction, BiNE, HHE, and HGE perform badly on classification tasks, which
shows that these models cannot learn the representations of nonuniform hyper-networks
well.

All in all, based on the biased second-order random walk model, Hyper2vec achieves the goal
of flexibility. With the dual mechanism and the framework of 1D-CNN, NHNE achieves the goal
of merging the features of the dual hyper-network and has significant performance improvements
for different tasks on different datasets.

5.5 Parameter Sensitivity

In this section, we examine the parameter sensitivity of Hyper2vec for link prediction and vertex
classification tasks on the DBLP dataset.

We first analyze the parameter sensitivity of the first-order random walk model for link pre-
diction (Figure 4(a)). For each parameter, we fix other parameters as default. From the figure, we
find that the effect of parameters on L1 distance and L2 distance is consistent, and L2 distance is
usually better than L1 distance. For the parameter sensitivity of the first-order random walk model
on classification tasks drawn in Figure 4(b), the general trend is that larger parameters will achieve
better results. This is because compared with our default setting, larger parameters will get more
training time. In fact, the walk length, the number of walks per vertex, and the number of epochs
of the Skip-gram model ensure the adequacy of model training, and the window size determines
the maximum distance that the current vertex has associated with the vertex, which is affected by
the datasets and the metrics. In short, for the first random walk model, the most important thing
is to ensure that the model is adequately trained and choose an appropriate window size.

Secondly, we analyze the parameters of the second-order random walk model by drawing the
heat maps (Figure 5 and Figure 6). The abscissa is the logarithm of p, and the ordinate is the loga-
rithm of ¢ (use 2 as the base of the logarithm) with the optimal first-order random walk parameter
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Fig. 7. The influence of degree bias parameter r on link prediction (a) and vertex classification (b).

setting. From the figure, we find that it is better to set p > 1 and q < 1, which shows that random
walks which have a DFS tendency perform better on all tasks and metrics.

Finally, we evaluate the influence of bias parameter r (Figure 7). We find that the DBLP hyper-
network doesn’t need too much degree tendency, and this is different with the IMDb hyper-
network where we set » = 4. In conclusion, the second-order random walk and the degree biased
random walk model make the random walk more flexible. On the one hand, they can correct the
parameters of the previous random walk model; on the other hand, they can bring possible per-
formance improvement.

All in all, to deal with the parameter setting, we are firstly free to set these parameters based on
the prior knowledge of the underlying task and domain at no additional cost. We may also tackle
the problem as a semi-supervised problem to learn the best set of parameters with very few labeled
data. In addition, we should mention that although the parameter settings are optimal, Hyper2vec
cannot achieve the performance of NHNE. This implies that the original hyper-network does not
capture all the information, and further verifies that the features captured from the dual hyper-
network are supplement to the original hyper-network.

5.6 Effect of the Weight Initialization

In this section, we use different models to learn the initial embeddings as the initial weights of
the embedding layer. We design several variations of NHNE and conduct experiments on link
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Table 4. AUC Scores of Link Prediction on DBLP for Variations

Algorithm Pairwise Tuplewise
DeepWalk’ 0.9512 0.9543
Node2vec’ 0.9529 0.9558
LINE’ 0.9358 0.9402
AROPE’ 0.8866 0.8889
Metapath2vec’ 0.9515 0.9546
BiNE’ 0.4498 0.9105
HHE’ 0.5978 0.8492
HGE’ 0.8297 0.8632
Random’ - 0.9178
Hyper2vec’ 0.9548 0.9572
Dual2vec’ 0.9532 0.9533
NHNE - 0.9631

prediction with the DBLP dataset:

—Hyper2vec’: This model uses only one 1D-CNN layer to update the embeddings learned by
the Hyper2vec algorithm on the original hyper-network and train the tuplewise similarity
function. This is to say, compared with NHNE, Hyper2vec’ lacks the dual mechanism.

—Dual2vec’: This model uses only one 1D-CNN layer to update the embeddings learned by the
Hyper2vec algorithm on the dual hyper-network and train the tuplewise similarity function.

—Random’: This model uses only one 1D-CNN layer and has no weights initialization.

—(Baseline)’: These models use the embeddings learned by the baselines to initialize the
weights of the embedding layer (similar to Hyper2vec’ and without the dual mechanism).

The AUC scores are shown in Table 4 (Tuplewise column). We also list the AUC scores of the
pairwise metrics from Table 2 as a comparison in the Pairwise column. From the table, we have
the following conclusions:

—Comparing the AUC scores in the Tuplewise column with the Pairwise column, we can
determine that the tuplewise similarity function is necessary for hyper-network on link
prediction tasks.

—Comparing Hyper2vec’ with other baselines, we find that a better tuplewise score is usually
accompanied by a better pairwise score, which implies the importance of the initialization
of the embedding layers.

—Compared with Hyper2vec’ and Dual2vec’, NHNE has a significant performance improve-
ment, which implies that the features learned by the original hyper-network and dual hyper-
network are complementary.

To explore the impact of embedding layer updates, we freeze the two embedding layers of NHNE
as a comparison, which gets an AUC score of 0.9605. Comparing with NHNE, we find that the em-
bedding update has a certain effect, for it incorporates some features of the tuplewise relationships
to final embeddings.

6 DISCUSSION AND CONCLUSION

In this article, we first propose a flexible model named Hyper2vec to learn the embeddings
of hyper-networks. Our model introduces a biased second-order random walk strategy to
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hyper-networks in the framework of Skip-gram. Secondly, due to the generality of Hyper2vec,
it is helpful and feasible for us to combine the hyperedge features in dual hyper-networks to build
a 1D-CNN-based model called NHNE, which has a significant improvement and beats all the state-
of-the-art models in different tasks. For future work, we plan to explore deeper relationships among
parameters, prediction tasks, and the structure of hyper-networks. Future extensions of our model
may include a smarter parameter adjustment mechanism. In addition, we can also generate bi-
ased random walks in a local view, i.e., dynamically adjust the bias to capture the local properties.
In addition, it’s also possible for us to try other bias metrics, e.g., local clustering coefficient and
incorporate more information of hyper-networks, e.g., the attributes of vertices and hyperedges.
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